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Abstract 

 

 

The infield shift is a defensive strategy used in baseball to decrease opponents’ batting 

success by moving fielders to positions where the batter is most likely to hit the ball. This 

strategy has existed since the 1920s, but has increased in use in the last decade, aided by 

the new Statcast technology installed in the Major League Baseball stadiums in 2015. 

Although the simplest way for the batter to counteract the shift is to hit to where there are 

fewer fielders, the majority of batters attempt to hit over the fielders. This suggests that 

even if the shift successfully decreases batting average, it may consequently increase 

slugging percentage, as more players are changing their behavior to hit to the outfield. No 

peer-reviewed journal articles were found investigating the effect of the shift on batting 

performance, indicating a need for research in this area. Ordinary least squares regression 

was used to determine the effect of the shift on batting average in one model and the 

effect on slugging percentage in another. The results demonstrated that a one standard 

deviation increase in the percent of plate appearances facing a shift leads to a decrease of 

approximately 0.009 or 25% of a standard deviation in batting average, but an increase of 

approximately 0.008 or 10% of a standard deviation in slugging percentage. Therefore, 

the effect of the infield shift on batting average is greater than the effect on slugging 

percentage, suggesting that teams should continue to use the shift to decrease their 

opponents’ success. 
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Introduction 

It’s a beautiful, sunny day in Minneapolis, Minnesota. A slight breeze wafts 

through Target Field as right fielder, Max Kepler, steps up to the plate at the start of the 

inning. The Houston Astros infielders take a quick look at their wrist strapped play-cards 

and shortstop, Carlos Correa, moves across the infield to stand slightly to the right side 

behind second base, leaving only third baseman, Alex Bregman, on the left side of the 

infield. What is going on? Why would a team leave so much space to hit the ball on the 

left side of the field? What some may not know is that Max Kepler almost always hits to 

the right side of the infield when there are no runners on base (Figure 1). If Kepler hits a 

ground ball to the right side of the infield, which he is statistically very likely to do in this 

situation, he is almost guaranteed to hit into an out and the Astros will have successfully 

defended against Kepler’s hitting power with what is referred to as the infield shift.  

Figure 1: Max Kepler’s 2019 Spray Chart Against the Astros with No Runners on Base 

 

Source: MLB Player Positioning vs Batter, 2020 

The infield shift is a defensive strategy in baseball used to decrease base hits by 

moving infielders to positions where the current batter is most likely to hit the ball. The 

shift was first used in the 1920s, but did not make headlines until 1946 when it was 

infamously used by Lou Boudreau of the Cleveland Indians to diminish the hitting 
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success of Hall of Famer Ted Williams (Levine & Bierig, 2017). Some complain that this 

feature of defensive strategy has taken away from the athleticism of baseball and the 

MLB commissioner, Rob Manfred, has even considered banning the shift (Sullivan, 

2015). The infield shift as it is used today, was inspired by the recent era of home runs in 

an attempt to stop the success of players pulling the ball (Sullivan, 2015). Use of the 

infield shift has increased in the past two decades (Sheehan, 2015) and has been aided by 

the installation of Statcast technology in all 30 Major League Ball Parks in 2015 (Levine 

& Bierig, 2017). This new technology gives teams the opportunity to examine statistics 

from every pitch of every at-bat in every single game, allowing them to know exactly 

where to position themselves to have the highest probability of making an out. However, 

like any defensive strategy, the infield shift may not be foolproof. 

The seemingly simplest way to beat the infield shift is to hit a ground ball to the 

side of the field that is less defended; however, most players attempt to hit over the shift 

instead (Levine & Bierig, 2017). As stated by MLB player Josh Donaldson, who 

averaged 37 homers and 100 RBIs from 2015 to 2017, “In the big leagues these things 

they call groundballs are outs” (Levine & Bierig, 2017, p. 12). If batters are changing 

their behavior when the shift is employed by hitting over the infield, it is possible that 

while the shift may be taking away groundball singles, it may also be creating more extra 

base hits to the outfield. Thus, while the purpose of the shift is to take away hits, the 

spillover effects on other aspects of batting performance are critical in evaluating its 

impact. This study aims to provide insight on the efficiency of the infield shift on both 

batting average and slugging percentage (SLG) by asking the question: is the infield shift 
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successful at decreasing hits and if so, does it consequently create more opportunities for 

extra base hits? 

Literature Review 

Thorough research uncovered some opinion pieces and online published research 

discussing the effect of the infield shift on batting performance. Although there are no 

peer-reviewed academic journals directly addressing the focus of this study, some 

academic journal articles discuss the variability in batting performance due to other 

variables. 

One study comparing batting average prediction strategies used physical attributes 

of a batters’ swing, including launch angle, exit velocity, and distance of a hit as 

independent variables (Bailey et al., 2020). These variables were chosen based on a 

hypothesis that they were the significant physical variables impacting players’ hitting 

success and were found, using a logistic regression model, to be statistically significant in 

predicting the probability of getting a hit (Bailey et al., 2020). However, the mean 

absolute error which measured the discrepancy between predicted batting average and 

actual batting average for this prediction method was determined to be 0.0208 batting 

average points (Bailey et al., 2020).  Thus, Bailey et al. suggest that this batting average 

prediction could be improved by including other variables in the model such as age, 

injuries, and player speed (2020). 

Another study focusing on the variable of injuries determined a negative 

relationship between concussions and batting performance (Wasserman et al., 2015). In 

this study, 66 instances of leave due to concussions and 68 instances of bereavement or 

paternity leave were compared within a retrospective cohort study design in order to 
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determine the effect of concussions on batting performance when players return after a 

leave of absence. The study determined that within two weeks after their return, players’ 

batting averages, on-base percentages (OBP), slugging percentages (SLG), and on base 

plus slugging percentages (OPS) were significantly lower from leaves of absence due to 

concussion than leaves due to bereavement or paternity (Wasserman et al., 2015). This 

significant difference was present even when controls were implemented for pre-leave 

batting performance, player position, and number of days missed during leave 

(Wasserman et al., 2015). The study concluded that further research was necessary to 

determine exactly how concussions affect batting performance as a means to create better 

return-to-play protocols within the MLB (Wasserman et al., 2015). Although this study 

does not relate batting performance to defensive formation, it does suggest that there are 

other variables that may affect batting performance other than the physical attributes of 

each hit such as launch angle, exit velocity, or distance of a hit.  

Batting performance and the variables that affect performance are important 

because they impact wins. Winning games is important for a team because it increases 

fan attendance and therefore increases profit and salaries alike. Both batting average and 

SLG have been demonstrated to have a significant effect on the number of runs teams 

score and their winning percentages. Changes in defensive positioning are built to disrupt 

batting performance and success as a means to increase team wins. 

Supporting research analyzed the winning success of Major League Baseball 

teams in 2014 found that both earned run average (ERA) and on base plus slugging 

percentage (OPS) were statistically significant variables in predicting number of wins for 

an MLB team during the 2014 season (Peach et al., 2016). The ERA variable was 



 5 

determined to have a negative correlation to the number of wins a team earned 

throughout the season while the OPS variable was determined to have a positive 

correlation (Peach et al., 2016). Although the OPS statistic is not exactly the same as the 

SLG statistic, they are directly correlated as OPS includes the SLG statistic and therefore 

the effect of the OPS variable is likely similar to a SLG variable. Subsequently, OPS also 

includes on-base percentage (OBP), which is equal to the number of hits and the number 

of walks a player has throughout the season divided by their total number of at bats. This 

means that the OBP statistic is similar to the batting average statistic (number of hits 

divided by total number of at bats) and may suggest that that a batting average variable 

may also have a similar effect to the OPS variable. Peach et al. confirm these 

comparisons by stating both OBP and SLG have been shown to significantly increase 

team performance (2016).  

Similar to the findings by Peach et al., a study examining salaries, performance 

and owners’ goals in the MLB during the 1999 season determined that home run hitting 

ability, batting average, ability to hit runs in, and the ability to draw walks were all player 

skills that were statistically significant in increasing the number of wins for a team 

(Yilmaz & Chatterjee, 2003). The study also examined the relationship between batting 

performance and fan attendance, which was used as a proxy for financial success, as well 

as the relationship between batting performance and player salaries (Yilmaz & 

Chatterjee, 2003). The best model determined in the study for predicting Log salary for 

players with salaries equal to or more than $1million included home runs, walks, and 

batting average as independent variables, which were able to explain 32.2% of the 

variability in Log salary (Yilmaz & Chatterjee, 2003). The best model determined for 
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predicting number of wins included mean runs batted in and maximum number of walks 

as independent variables, which were able to explain 57.1% of the variability in number 

of wins (Yilmaz & Chatterjee, 2003). Finally, the best model for fan attendance included 

maximum batting average, maximum home runs and maximum walks which explained 

55.2% of the variability in fan attendance (Yilmaz & Chatterjee, 2003). Although this 

study is more dated and possibly comes to different beta estimate conclusions than what 

may be found with current data, it successfully demonstrates the relationship between 

batting performance and team success as well as financial success for both the team and 

individual players.  

Another study investigating team revenues and MLB salaries found using a 

hierarchical linear model that a player’s individual characteristics are significant 

predictors of their salary (Brown & Jepsen, 2009). OBP and SLG were found to be 

particularly important at predicting player salaries as both variables had positive beta 

estimates and were statistically significant at better than the 99% level (Brown & Jepsen, 

2009). The study also determined that teams do not pay differently for individual player 

statistics as the Moneyball theory suggested (Brown & Jepsen, 2009), however, this may 

be because franchises have adjusted their spending in reaction to Oakland’s success at 

exploiting this differential payment in the early 2000s. Brown and Jepsen also found that 

fielding average had a positive beta estimate in predicting player salary which other 

studies have not examined (2009). The study also concluded that teams with higher total 

revenues succeed more often than teams with lower payrolls due to their ability to 

purchase more players with desirable characteristics (Brown & Jepsen, 2009). This 
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conclusion demonstrates that teams should be motivated to obtain higher revenues in 

order to further increase their winning success. 

This finding is supported by the results of a study which used a data envelopment 

analysis technique to measure franchise payroll efficiency in both the NFL and the MLB 

(Einolf, 2004). From analyzing data in the NFL from 1981 to 2000 and the MLB from 

1985 to 2001, Einolf determined that due to the lack of a salary cap and less revenue 

sharing, the MLB has less payroll efficiency than the NFL (2004). The study found that 

big spending and inefficient MLB teams often come from large media market, while 

small spending and efficient MLB teams come from small markets (Einolf, 2004). This 

was suggested to be the case because large market MLB teams receive greater revenue 

from their decisions and tend to overspend for on field performance (Einolf, 2004). In his 

study, Einolf claimed that the MLB economic structure creates a significant advantage 

for large market teams and therefore encourages inefficiency (2004). The study concludes 

with the statement that in the MLB as opposed to the NFL, winning is more important 

than efficiency, otherwise teams would not spend as much as they do trying to ensure 

success (Einolf, 2004). 

However, in contrast to the conclusion that winning is optimal for teams, one 

study performed at the University of Indianapolis found that too much success may 

actually have a negative consequence for baseball teams (Zimmer, 2018). This study 

demonstrated that as the number of previous World Series Championships increased for 

Major League Baseball teams, fan attendance decreased (Zimmer, 2018). Zimmer 

hypothesized that this correlation may occur due to increases in fan apathy from having a 

very successful team (2018). In addition to this finding, however, the study determined 
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that within a given season, increases in a team’s winning percentage increased fan 

attendance (Zimmer, 2018) which agrees with the findings within the other studies 

reviewed.  

An additional study, performed at the University of Alberta, determined using an 

ordinary least squares regression model that fan attendance is not only impacted by 

individual team success but is influenced by competitive balance within the league as 

well (Soebbing, 2008).  The study used an actual to idealized standard deviation ratio 

(AISDR) in reference to team win percentage to measure competitive balance and found 

that the variable had a negative beta estimate and was significant at the 99% level 

(Soebbing, 2008). This finding supports the uncertainty of outcome hypothesis which 

assumes fans gain more utility from watching games with unpredictable outcomes and 

therefore more fans will attend games in which the teams playing are more evenly 

matched (Soebbing, 2008). The games behind from a playoff appearance variable was 

also found to be negative and significant at the 99% level, demonstrating that individual 

team performance directly impacts fan attendance (Soebbing, 2008) which supports the 

findings from the previous studies analyzed.  

As seen from the analysis of previous research, winning and scoring runs is vital 

for a team and therefore the infield shift may be a very important factor in baseball if it 

influences batting performance and consequently winning for a team. However, when 

looking at the impact of different batting performance statistics on winning, there has 

been a continuous debate of which, if any, is the most significant. For example, 

Moneyball by Michael Lewis claimed that player skills in the MLB were valued very 

inefficiently in terms of salaries and this is what allowed Billy Beane of the Oakland 
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Athletics to have a successful season with a very minimal budget (Lewis, 2003). This 

theory also claimed that the OBP statistic was actually more significant to winning games 

than SLG (Lewis, 2003). In a later study that evaluated this theory, the OBP and SLG 

were compared in terms of their effect on winning for a team and concluded that a one-

point change in a team’s OBP makes a more significant contribution to team winning 

percentage than a one-point change in SLG (Hakes & Sauer, 2006). This study also 

supported the Moneyball theory claim that OBP was an undervalued skill financially in 

the MLB during the 2000-2004 period, however, state that the market seems to have 

corrected this inefficiency after the findings of Lewis were published (Hakes & Sauer, 

2006). 

Although it was confirmed by Deli that the Moneyball theory was correct in 

claiming that certain characteristics of players were undervalued financially during the 

early 2000s, within his study assessing relative inputs in a production function, it is 

argued that OBP may not be more significant than SLG as the Moneyball theory 

suggested (2013). Deli’s study demonstrated that OBP and SLG come from different 

distributions and do not have the exact same unit of measure (2013). Deli stated that 

when comparing variables within regression, the relative variability of each variable must 

be considered (2013). The study determined that there was much more variability in the 

SLG variable and therefore increasing OBP by 1% was much more difficult than 

increasing SLG by 1%, concluding that OBP is not necessarily more significant in 

predicting the number of runs scored (Deli, 2013).  

Unlike Deli’s findings however, Lee found within his study examining the Korean 

baseball league that while SLG and OBP are both significant in increasing number of 



 10 

runs scored at the 95% level, OBP was approximately 2-3 times more important than 

SLG (2011). The study used a panel data analysis of a stochastic production frontier 

model and the results demonstrated that a ten-percentage point rise in OBP increased the 

number of runs scored by 41.7% while the same percentage rise in SLG only increased it 

by 18.6% (Lee, 2011). Lee’s study also evaluated the effectiveness of small ball in the 

Korean baseball league, an offensive strategy that is used to get runners on base and 

move them into scoring position through methods such as stealing bases, bunting, using 

pinch hitters, hit-and-run-plays, and other related plays which often include sacrificing an 

out in order to advance runners (2011). The results of the small ball variables, which 

included stolen base attempts, sacrifice hits, and number of players used in a game, were 

mixed with stealing attempts found to be beneficial to scoring runs while sacrifice hits 

and number of players used were detrimental (Lee, 2011). However, based on the 

magnitude of all the variables, the overall effect was negative on runs scored, which 

demonstrates that letting batters hit may be more efficient than using small ball 

techniques (Lee, 2011). 

A more recent study using a Markov decision process model determined in 

contrast to Lee that sacrifice bunts were more beneficial than previously thought (Hirotsu 

& Bickel, 2019). Hirotsu and Bickel claim that this study examined situations that had 

not been studied before which could explain why their conclusion was different than 

other studies (2019). Additionally the study investigated the effect of sacrifice bunts on 

the probability of winning a game as opposed to number of runs scored which followed 

the reasoning that the objective of a game is to win and not just score runs and therefore 

using the probability of winning as the dependent variable is a better measure to 
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determine the success of the sacrifice bunt (Hirotsu & Bickel, 2019). The study 

concluded that sacrifice bunts are found to have a positive impact on the probability of 

winning a game in specific situations such as when a team has a large lead or during an 

early inning of a game (Hirotsu & Bickel, 2019). Cumulatively, these studies show that 

there is not a definite variable that is has been shown to be the most important in 

affecting wins. 

 The studies reviewed demonstrate that there are many variables that affect batting 

performance including factors such as physical attributes of a swing and player injuries. It 

is possible that the infield shift could also be a variable that significantly impacts batting. 

Batting performance is important because it positively impacts runs scored and winning 

percentage for a team which in turn positively impacts fan attendance and revenue. 

Although it is clear that batting performance affects winning, there is not one definite 

variable that has been demonstrated to be the most important in predicting wins.  

 

Theory 

This study will use an ordinary least squares regression model to determine the 

effect of the infield shift on the variability in both batting average and SLG. As opposed 

to focusing on the physical aspects of a swing in looking at the variability in batting 

performance, this study focuses on the physical attributes of players as well as the 

situational aspects of plate appearances. These variables include: total number of plate 

appearances, player age, total number of pitches faced, types of pitches faced, average 

speed of pitches faced, percent of pitches in the strike zone, player sprint speed, player 

bat handedness, players’ most common position in the batting order, division, league, and 
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percentage of plate appearances when an infield shift is in play. This leads us to the 

equation: 

 𝛾 =  𝛽1𝑃𝑙𝑎𝑡𝑒𝐴𝑝𝑝𝑒𝑎𝑟𝑎𝑛𝑐𝑒𝑠 + 𝛽2𝑃𝑙𝑎𝑦𝑒𝑟𝐴𝑔𝑒

+ 𝛽3𝐵𝑟𝑒𝑎𝑘𝑖𝑛𝑔𝐵𝑎𝑙𝑙𝑠 + 𝛽4𝐹𝑎𝑠𝑡𝐵𝑎𝑙𝑙𝑠 

+ 𝛽5𝑇𝑜𝑡𝑎𝑙𝑃𝑖𝑡𝑐ℎ𝑒𝑠 + 𝛽6𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑃𝑖𝑡𝑐ℎ𝑆𝑝𝑒𝑒𝑑

+ 𝛽7𝐼𝑛𝑍𝑜𝑛𝑒𝑃𝑒𝑟𝑐𝑒𝑛𝑡 + 𝛽8𝑆𝑝𝑟𝑖𝑛𝑡𝑆𝑝𝑒𝑒𝑑

+ 𝛽9𝐵𝑎𝑡𝑡𝑖𝑛𝑔𝐹𝑖𝑟𝑠𝑡 + 𝛽10𝐵𝑎𝑡𝑡𝑖𝑛𝑔𝑆𝑒𝑐𝑜𝑛𝑑

+ 𝛽11𝐵𝑎𝑡𝑡𝑖𝑛𝑔𝑇ℎ𝑖𝑟𝑑 + 𝛽12𝐵𝑎𝑡𝑡𝑖𝑛𝑔𝐹𝑜𝑢𝑟𝑡ℎ

+ 𝛽13𝐵𝑎𝑡𝑡𝑖𝑛𝑔𝐹𝑖𝑓𝑡ℎ + 𝛽14𝐵𝑎𝑡𝑡𝑖𝑛𝑔𝑆𝑖𝑥𝑡ℎ

+ 𝛽15𝐵𝑎𝑡𝑡𝑖𝑛𝑔𝑆𝑒𝑣𝑒𝑛𝑡ℎ + 𝛽16𝐵𝑎𝑡𝑡𝑖𝑛𝑔𝐸𝑖𝑔ℎ𝑡ℎ

+ 𝛽17𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑛 + 𝛽18𝐸𝑎𝑠𝑡 + 𝛽19𝐶𝑒𝑛𝑡𝑟𝑎𝑙

+ 𝛽20𝐵𝑎𝑡𝑆𝑖𝑑𝑒 + 𝛽21𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑆ℎ𝑖𝑓𝑡𝑠 

 One model implements batting average as the dependent variable in this equation 

and the other uses SLG. The number of off-speed pitches, batting ninth, and west division 

variables are all omitted from the model due to redundancy. Although not every variable 

used in the model has evidence supporting a direct effect on batting average or SLG, each 

has evidence supporting its effect on winning percentage or runs scored, which existing 

research suggests is in some ways correlated with batting performance.  

 Total number of plate appearances. It is expected that as players face more plate 

appearances, they will perform better as they get more experience, though at a certain 

point it is possible that too many plate appearances may cause physical fatigue for a 

batter. A study performed by Demiralp et al. found that within a fixed effects regression 

model, the number of games played has a negative impact on a player’s OPS statistic 

Equation 1 
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(2012). It was hypothesized that this result is likely due to the physical fatigue a player 

faces when playing higher numbers of games (Demiralp et al., 2012). Additionally, the 

number of games played squared variable also had a negative impact on OPS, 

demonstrating that this negative effect increases with more games played (Demiralp et 

al., 2012). Unlike this result, however, the number of games played was found to 

positively impact batting average (Demiralp et al., 2012). This result may be due to the 

experience that players gain throughout the season as they play more games. While the 

number of games played is not exactly proportional to the number of plate appearances a 

player faces, as players play more games they will have higher number of plate 

appearances and therefore it can be assumed that the effect of the number of plate 

appearances will likely be very similar to number of games played on batting 

performance. 

Player age. As players age, it would be expected that they are able to gain skill 

and knowledge from their experience in the MLB, however, after a period of time it 

would also be expected that their physical abilities decrease. A study examining this 

experience-productivity relationship in the MLB found that age does significantly impact 

batting average (Krohn, 1983). This study used a linear regression model with batting 

average as the dependent variable and age and age squared as the independent variables 

(Krohn, 1983). The results demonstrated that gaining experience helps increase players’ 

batting averages, but at a certain point, age causes players’ physical abilities, and 

therefore their batting averages, to decline (Krohn, 1983). The study determined that the 

peak of a player’s batting average is 28 years old with a standard error of about 2 years 

(Krohn, 1983). Demiralp et al. found similar results using a fixed effects regression 
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model examining the effect of age on OPS and batting average as well as other variables 

such as stealing bases (2012). Their regression results demonstrated that age has a 

positive impact on OPS, batting average, and stealing bases (Demiralp et al., 2012). 

However, the results also found that the age squared variable had a negative impact on 

OPS, batting average, and stealing bases, illustrating that the productivity of a player as 

they age increases at a decreasing rate (Demiralp et al., 2012). These results support the 

hypothesis that as players age they gain experience and skill, however, their physical 

abilities eventually decline. From their results, Demiralp et al. claimed that batting 

performance peaks at the age of 30, which is similar to Krohn’s results (1983), while base 

stealing peaks at the age of 27 (2012). Hakes and Turner also demonstrated a relationship 

between batting productivity and age, with all players increasing in productivity as they 

age, but at a decreasing rate (2011). In addition, Hakes and Turner used quintile analysis 

to determine that the most skilled players peak in performance about two years later than 

lower skilled players (2011). This literature demonstrates that within this regression, age 

will likely have a significant effect on both batting average and SLG. 

Sprint speed. In this study, sprint speed refers to the feet per second a player can 

run in their fastest one-second window. While a player’s running speed may not directly 

affect how often or how well they hit the ball, it may help to increase how many times 

they can get on base by outrunning the throw to first base, thus increasing their batting 

average. It may also increase the number of bases they can gain on a hit, thereby 

increasing their SLG. Bailey et al. support this idea in their study, which focused on the 

prediction of batting averages, by suggesting in their study conclusions that running 

speed is a variable that could improve batting average predictions (2020). Additionally, 
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Demmink demonstrated through a linear regression model that stolen base attempts 

positively impact number of wins at a significance level above 99% (2010). Similarly, 

Lee determined that stolen base attempts were also beneficial to scoring runs in the 

Korean baseball league (2011). 

Bat handedness. In this study, bat handedness is represented by a dummy 

variable in which a value of zero represents a right-handed batter and a value of one 

represents a left-handed batter. Although players are talented regardless of their 

handedness and there are many very successful left-handed and right-handed batters, bat 

handedness may have an effect on batting averages and SLG due to the opposite hand 

advantage that occurs when a batter is facing a pitcher with opposing handedness. A 

study investigating the opposite hand advantage determined that there is an advantage for 

opposite handed batters for OPS, SLG, strikeouts, and walks (Chu et al., 2016). However, 

Chu et al. claimed that the skill cut-off point for left-handed batters is likely lower than 

right-handed batters because right-handed batters consistently perform better than left-

handed batters in every statistic except walks when facing a same handed pitcher (2016). 

By using a fixed effects regression model, Chu et al. found that opposite hand advantage 

explains about 15% of the variability in OPS on average for left-handed hitters, but only 

7% for right-handed (2016). This result leads to the conclusion that there should be more 

left-handed batters in the MLB because it would increase the frequency of opposite 

handed batting and therefore increase batter advantage and performance (Chu et al., 

2016). Although this study is unable to explain why left-handed batters have a more 

significant opposite hand advantage, it does demonstrate that bat handedness does effect 

batting performance.   
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Batting order. In this study, the batting order dummy variable represents the 

position in the batting order at which a player has the most plate appearances in a single 

season. The batting order in the MLB is usually designed so that a team has the best 

chance to get runners on base by placing their best hitters early in the lineup. This means 

that players are often put into the batting order based upon their existing batting statistics. 

However, a specific position in the batting order may impact how well a batter will hit 

due to the specific situations they are faced with along with the performance of the 

players who bat after them. While many studies assume that a player’s batting 

performance is independent of other players, Bradbury and Drinen demonstrated that the 

quality of the on-deck batter negatively impacts the preceding batter (2008). This effect 

was found to be very small with a change in one standard deviation from the mean on-

deck batter OPS only changing the batter’s batting average by about 0.0028 which is 

around 1% of the mean batting average, however, the effect is still significant (Bradbury 

& Drinen, 2008). Bradbury and Drinen claimed that this effect likely occurs because 

pitchers often change their behavior due to the player on-deck, meaning that the pitcher 

will try harder to get a player out or force them to hit weakly when a good hitter is going 

to hit next (2008). Another study looking at the effect of anxiety on batting performance 

in softball in critical situations, found that anxiety has an effect on batting performance 

especially in very critical versus non-critical situations (Krane et al., 1994). The study 

found that as the criticality of a situation rose, so did anxiety which has been shown to 

reduce strategic thinking and negatively impact performance (Krane et al., 1994). 

Although this study looks at softball as opposed to baseball, due to the similarity of the 

sports, it is likely that there is a similar effect of critical situation anxiety on batting 
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performance in baseball. If baseball players are in a certain position in the batting order 

that often faces highly critical situations, they may have increased anxiety and lower 

batting performance.  

Pitching variables. Various pitching variables are included in this model due to 

the direct impact of pitching on batting performance. Bradbury and Drinen stated within 

their study that a player’s batting performance is positively correlated with their own 

ability and negatively correlated with the pitcher’s ability (2008). Rotating between 

different pitch types and pitch speeds has been shown to affect players’ batting 

performance. Fortenbaugh et al. emphasized within their study the importance of shifting 

weight for a batter in ensuring correct timing and balance in their swing (2011). The 

study examined this weight shift against fastballs and changeups through maximum 

horizontal and vertical ground reaction forces of professional baseball players 

(Fortenbaugh et al., 2011). The results demonstrated that hitters shift their weight 

differently on different pitch types and pitch speeds and that changing pitch type and 

speed was able to disrupt the coordination of this weight shift for batters (Fortenbaugh et 

al., 2011). The in-zone percent variable is also included as it is more likely for a player to 

swing at a ball in the zone and therefore more of these balls are expected to be put in 

play. A study examining coordination of hitting movement found that trunk and arm 

movements differed as pitch location changed (Katsumata et al., 2017). The study also 

found that the time taken to hit the ball differed based on pitch location, with inside balls 

taking the most time to hit (Katsumata et al., 2017). These results demonstrate that timing 

adjustments are required to succeed at hitting the ball in different locations (Katsumata et 
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al., 2017) and therefore pitch location and in-zone percent may impact batting 

performance. 

 Division/League. In this study, division and league are represented by dummy 

variables. Although there usually are very successful hitters on all teams, division and 

league are included as variables in the model because they determine which teams are 

played the most and subsequently which pitchers and fielders are faced the most within a 

given season. It has been demonstrated that pitching ability impacts batting performance 

(Bradbury & Drinen, 2008) and therefore players who are in a division or league with 

better pitchers will likely have lower batting statistics. In addition, team ERA has been 

shown to significantly explain the variability in winning for a team, meaning the teams 

with the best (lowest) ERAs are also likely the most successful teams (Peach et al., 2016). 

Along similar lines, there may also be better fielding players in some divisions compared 

to others, which could impact the batting performance of opposing teams or certain team 

matchups that lead to higher or lower batting success.   

Split models. Finally, the data from each season from 2016 to 2019 will be split 

into separate models. As the infield shift, in its current use, has been implemented 

consistently in the league for the past decade, it is possible that batters have begun to 

adapt to the defensive formation, which may mean each season will have unique effects 

from the percentage shifts variable. This is supported by the study performed by Peach et 

al., which demonstrated that predictions in one baseball season may be very different 

from another season and therefore the data from one specific season cannot necessarily 

be used to predict the next (2016). 
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Data and Results  

Data was collected from baseballsavant.mlb.com and fangraphs.com, two reliable 

and up to date public data sources for the MLB. Controls were implemented within the 

dataset to make the model more precise. Data was only collected for players who had 

more than or equal to 100 plate appearances within a given season. This limitation was 

used to control for temporary players, such as pinch hitters or pinch runners, pitchers, 

who only hit in the National league, bench players or playoff callups, and players who 

were injured most of the season. Switch hitters were also omitted from the dataset as 

many of their statistics were shown cumulatively and were not split between their left-

handed and right-handed performance. In total, data for 398 players were collected for 

the 2019 season, 390 for the 2018 season, 374 for the 2017 season, and 379 for the 2016 

season.  Descriptive statistics were collected for both models in each season to determine 

the means and standard errors of the variables, with dummy variables omitted (Tables 1-

4).  

Table 1. 2016 Season Descriptive Statistics  
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Table 2. 2017 Season Descriptive Statistics  

 

Table 3. 2018 Season Descriptive Statistics  

 

Table 4. 2019 Season Descriptive Statistics  

 

 Bar graphs compared various statistics across the four seasons that were 

examined. These graphs were created to determine if the means for the two dependent 

variables, batting average and SLG, differed significantly from year to year as well as the 

means for the percent shift variable, as it is the variable at the basis of the research 

question. 
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Figure 2. Batting Average Means Across Seasons with Standard Deviation Error Bars 

 

As demonstrated in the graph comparing batting average means across seasons, 

the mean player averages do not appear to vary significantly from year to year (Figure 2). 

The means are very similar and the standard deviation error bars overlap, likely reflecting 

that the means are not statistically significant from each other. In addition, there does not 

appear to be an increasing or decreasing pattern between the means from 2016 to 2019.  

Figure 3. SLG Means Across Seasons with Standard Deviation Error Bars 
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Similar to batting average, as demonstrated in the graph comparing the mean SLG 

statistic across seasons, the mean player SLG does not appear to vary significantly from 

year to year (Figure 3). Like batting average, the means are similar and the standard 

deviation error bars also overlap. Similarly, there also does not appear to be an increasing 

or decreasing pattern across the seasons. 

 Figure 4. Percentage Shifts Means Across Seasons with Standard Deviation Error Bars 

 

Unlike the graphs comparing batting average and SLG means across seasons, the 

means of the percentage shifts variable visually appear to vary across seasons (Figure 4). 

However, the standard deviation error bars are very large and all overlap, indicating that 

the means likely are not statistically significant from each other. Similar to batting 

average and SLG, there also does not appear to be an increasing or decreasing pattern of 

the means for the percentage shifts across seasons. 

Ordinary least square regression (OLS) was performed for each model for the 

2016 to 2019 seasons (Figures 5-12).  

 

 

13.070 11.219 16.348 24.781

-20

-10

0

10

20

30

40

50

60

2016 2017 2018 2019

M
ea

n
 P

er
ce

n
t 

Sh
if

t

Season

Percentage Shifts Across Seasons



 23 

Figure 5. OLS 2016 Season Regression Results with SLG as the Dependent Variable  

 

Figure 6. OLS 2016 Season Regression Results with Batting Average as the Dependent 

Variable  
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Figure 7. OLS 2017 Season Regression Results with SLG as the Dependent Variable 

 

Figure 8. OLS 2017 Season Regression Results with Batting Average as the Dependent 

Variable  
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Figure 9. OLS 2018 Season Regression Results with SLG as the Dependent Variable 

 

Figure 10. OLS 2018 Season Regression Results with Batting Average as the Dependent 

Variable  
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Figure 11. OLS 2019 Season Regression Results with SLG as the Dependent Variable 

 

Figure 12. OLS 2019 Season Regression Results with Batting Average as the Dependent 

Variable  
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A RESET test (Ramsey, 1969) was performed for each model to test for omitted 

variable bias and specification errors within the models (Figures A1-A8). All the p-values 

from each model in four seasons were above 0.10 meaning that we can fail to reject the 

null hypothesis that there is no omitted variable bias within the models. A White test 

(White, 1980) was performed on each model to test for heteroskedasticity within the 

regression models (Figures A9-A16).  Heteroskedasticity violates the classical 

assumption of ordinary least squares regression that the variances of the error term are 

constant. While it does not cause bias in the estimates, it may underestimate the standard 

errors and possibly make the model seem better than it actually is. All the p-values from 

each model in the four seasons were above 0.10 meaning that we can fail to reject the null 

hypothesis that there is no heteroskedasticity in the models. 

 The results from the bar graphs which demonstrated that there did not appear 

significant differences in the means for batting average, SLG, or percentage shifts across 

seasons led to a question of whether the data for each season should be analyzed 

separately or together. Two tests were performed to determine whether the data should be 

kept in separate models divided by year or if they could be incorporated together. The 

first test determined if the percentage shifts variable differed year to year by creating 

interaction terms. Ordinary least squares regression was run on the pooled data including 

year dummy variables and interaction variables between each year dummy and the 

percentage shifts variable. The results found that the three interaction terms (the 2016 

season was omitted due to redundancy) all had high p values in both the SLG and batting 

average models, demonstrating that the percentage shifts variable did not vary 

significantly from year to year (Figures 13 and 14).  
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Figure 13. OLS Pooled Model Regression Results Including Interaction Terms with SLG 

as the Dependent Variable 

 

Figure 14. OLS Pooled Model Regression Results Including Interaction Terms with 

Batting Average as the Dependent Variable 
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The second test used was a Chow test which was performed to determine if the 

separate season models were statistically significant or confirm that all the data could be 

pooled together into an inclusive model (Chow, 1960).  

Figure 15. OLS Pooled Model Regression Results with SLG as the Dependent Variable 

 

Figure 16. OLS Pooled Model Regression Results with Batting Average as the 

Dependent Variable 
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The residual sum of squares was collected from each separate model (Figures 5-12) and 

from the pooled models (Figures 15 and 16) and used within the Chow test equation for 

four separate models:  

𝐹 =

𝑅𝑆𝑆𝑝 − (𝑅𝑆𝑆1 + 𝑅𝑆𝑆2 + 𝑅𝑆𝑆3 + 𝑅𝑆𝑆4)

3(𝑘 + 1)

(𝑅𝑆𝑆1 + 𝑅𝑆𝑆2 + 𝑅𝑆𝑆3 + 𝑅𝑆𝑆4)

(𝑁1 + 𝑁2 + 𝑁3 + 𝑁4) − (4(𝑘 + 1))

 

Within this equation, RSSp denotes the residual sum of squares from the pooled seasons 

model while RSS1, RSS2, RSS3, and RSS4 denote the residual sum of squares from each 

separate season model. N1, N2, N3, and N4 denote the number of observations from the 

four separate season models. And finally, k denotes the number of independent variables 

within the model. This test was performed for both the batting average models and SLG 

models. The F-statistic result for the batting average models was approximately 0.840 

and the result for the SLG models was approximately 1.123. The numerator degrees of 

freedom for this model is equal to 3(k + 1) which in this case equals 66 and the 

denominator degrees of freedom is equal to ((N1 + N2 + N3 + N4) - (4(k + 1)) which in 

this case equals 1453. The F-statistic values found are both below the F-distribution 

critical value at the 5% level for the given degrees of freedom and therefore the null 

hypothesis, which assumes that the models are not statistically significant from each 

other, fails to be rejected. These results lead to two finalized models for analysis, one for 

the combined seasons batting average and one for the combined seasons SLG. 

Descriptive statistics were collected for these pooled data models with dummy variables 

omitted (Table 5).  

 

 

Equation 2 
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Table 5. Pooled Model Descriptive Statistics 

 

 

Discussion 

The r-squared value for the SLG model was approximately 0.420, meaning that 

the variables in the model were able to explain 42% of the variability in SLG. The r-

squared value for the batting average model was approximately 0.382, meaning that the 

variables in the model were able to explain 38.2% of the variability in batting average. 

The independent variables that were found to be statistically significant to the 90% level 

in the batting average model were player age, number of plate appearances, number of 

fastballs, number of breaking balls, pitch speed, batting positions first through sixth, and 

percent of plate appearances facing a shift. The independent variables that were found to 

be statistically significant to the 90% level in the SLG model were player age, number of 

fastballs, number of breaking balls, total number of pitches, percent of pitches in the 

strike zone, pitch speed, batting positions first through sixth, bat handedness, and percent 

of plate appearances facing a shift. The variables that were not statistically significant in 

either model were sprint speed, the seventh and eighth batting positions, league, and 

division. Sprint speed likely does not have a significant effect on either batting average or 



 32 

slugging percentage because most players in the MLB have similar sprint speeds, which 

is demonstrated by the descriptive statistics showing the standard deviation for sprint 

speed to be only approximately 1.449 feet per second. Since the bases in an MLB field 

are 90 feet apart, a 1.449 foot difference per second would likely not create a major 

difference in batting success for most players. Because the batting order variables are 

dummy variables with the ninth batting position omitted, the results of the regression 

demonstrate that, unlike other batting positions, the seventh and eighth position in the 

batting order are not statistically significant in their effect on batting success in 

comparison the ninth position. This result is unsurprising as batting orders are often 

created so that the best performing players hit earlier in the order and the less performing 

players, who would likely have similar batting statistics, hit at the end. The division and 

league dummy variables not being statistically significant is also not very surprising, as 

mentioned previously, because it would be expected that all divisions and leagues have a 

mix of successful and less successful batters. However, this may also mean that the ERAs 

in individual leagues or divisions are less impactful on batting success than expected.   

The direction of the beta estimates demonstrates the relationship between the 

independent variables and the dependent variables. Notably, the beta estimate directions 

for the percentage shifts variable are opposite for the batting average model and SLG 

model, with a negative estimate in the batting average model and a positive estimate in 

the SLG model. This result answers the core research question, demonstrating that the 

implementation of the shift is successful at decreasing batting average, but consequently 

also increases SLG.  
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Beyond examining the directional effect of the independent variables, the 

magnitudes of the estimates were evaluated to determine the amount of impact each 

variable has on batting average and SLG. Since the variables are recorded in many 

different types of units, the standard deviations for the continuous variables were 

investigated to determine their effect on the dependent variables. Because standard 

deviations do not have distinct units, they can be compared across variables that use 

different units of measure. The standard deviations for the variables were multiplied by 

their corresponding beta estimates and these values were then analyzed (Table 6).  

Table 6. Continuous Independent Variable Standard Deviations, Beta Estimates, and 

Effect Magnitudes 

 

The results of this comparison demonstrate that a one standard deviation increase 

in the percentage shifts variable leads to a decrease of about 0.009 or 25% of a standard 

deviation in batting average and an increase of about 0.008 or 10% of a standard 

deviation in SLG. This means that a one standard deviation increase in the percent of a 

player’s plate appearances facing a shift has a greater effect on batting average than on 

SLG. This trade off favoring the impact on batting average may explain why the shift is 

still valued and implemented today even though it likely leads to an increase in SLG.  

Although the infield shift is a significantly impactful variable on both batting average and 

SLG, there are other variables for which a one standard deviation increase has a greater 
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impact, specifically the number plate appearances and the total number of pitches. The 

number of plate appearances resulted in the greatest effect on batting average with an 

increase of one standard deviation resulting in an increase of about 0.049 or 136% of a 

standard deviation in batting average. This result supports the hypothesis that as a player 

has more plate appearances, they gain experience and skill throughout the season and 

therefore would increase their batting average. The total number of pitches resulted in the 

greatest effect on SLG with an increase of one standard deviation of pitches resulting in 

an increase of about 0.164 or 205% of a standard deviation in SLG. This result may mean 

that players who face more pitches are more selective on what pitches they choose to hit 

and therefore are more likely to get better hits on the pitches they choose to hit. When 

examining the effects of standard deviation changes in the independent variables, it is 

apparent that the pitch type and total pitch count have a greater effect on SLG than they 

do on batting average. This result makes sense as the pitch type will likely matter more in 

terms of getting an extra base hit than getting a hit in general. 

 

Conclusion 

From the regression model results it can be concluded that the infield shift has a 

significant impact on both batting average and SLG, with a negative effect on batting 

average and a positive effect on SLG. The resulting negative effect on batting average 

was found to be greater than the positive effect on SLG, meaning that the total effect on 

batting performance is likely negative. These results suggest that teams should continue 

to use the infield shift to decrease their opponents’ batting success. Although there are 

other variables that have a greater impact on batting average and SLG, indicating that the 
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shift cannot completely overcome the ability of a batter, it is a successful way for 

defenses to decrease their opponents’ chances. This conclusion is important because 

batting average and SLG can impact both the number of runs a team scores and the 

number of games that they win. Because the total effect of the infield shift on batting 

success appears to be negative, implementing the shift would also presumably decrease 

the number of runs an opposing team scores and decrease the chances of the opposing 

team to win the game. A future study determining the exact effect of batting average and 

SLG on number of wins would be required to confirm this assumption. As demonstrated 

by the previous studies analyzed, winning is important for a franchise because it increases 

fan attendance and team revenues, which can lead to more success in the future. 

Winning has also been shown to positively impact housing values, income, and 

general well-being in the area in which the team is located. Team success typically leads 

to increased team spending, including building new stadiums. A study using hedonic 

model analyses compared the pricing of single-family homes in the immediate area 

around FedEx Field with comparable homes further from the field to determine the effect 

of a sports stadium on housing value (Tu, 2005). The study found that, in this case, the 

construction of a new stadium improved housing values in the area in close proximity to 

the field (Tu, 2005). Beyond housing values, a cross-section time-series analysis in 

another study determined the effect of the construction of NFL and MLB stadiums on 

income (Santo, 2016). The results of the study demonstrated that in some cases stadiums 

have positive effects on income in the local area, but that the context of the national 

economic conditions matter (Santo, 2016). In addition to impacting economic prosperity, 

successful teams could also have an impact on fan wellbeing. When examining the 
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effects of emotional shocks of college football teams’ wins and losses on the wellbeing of 

local population, Janhuba found that unexpected wins positively affect the life 

satisfaction of local citizens (2019). It was also demonstrated that this effect increases 

with stadium size relative to the population, which suggests that the number of fans 

sharing the same experience increases the effect of the experience (Janhuba, 2019). These 

findings illustrate that the knock-on effect of using the infield shift may be more 

impactful than just altering batting success and have an influence on not just players’ 

incomes and lives, but also on the lives of those around them. 

While the infield shift study results show significant impact of the shift on batting 

average and slugging, further controls could be implemented to make the regression 

models more precise. One possible control could be to examine the effects of the shift in 

specific base runner situations. This could help improve the precision of the beta estimate 

for the variables in the models as different situations with runners on base cause changes 

in batting behavior and, subsequently, batting performance. Another possible control 

could be to limit the data to only include regular season data. Strategies in post-season 

baseball can often be different than those used in the regular season, which also may 

influence the beta estimates within the models. Additionally, using more seasons of data 

would be able to increase the sample size of the study in order to make the overall model 

more accurate. However, because the recording mechanics of Statcast have only been 

used in the MLB since 2015, this would not be possible until a future time.  

While this study is able to demonstrate the aggregate effect of the infield shift on 

batters’ performance, it is not able to demonstrate the efficiency of the shift on individual 

batters. It may be the case that the implementation of the shift is much more successful 



 37 

against some players than others, which could potentially be the focus of future research. 

In addition, this study has focused on the changes in batting behavior with the 

implementation of the infield shift and another future study could be performed to 

determine how possible pitcher behavior changes the shift’s impact. Pitchers may attempt 

to throw the ball in specific locations so that hitters are more likely to hit into the shifted 

fielders. Some pitchers may be more successful at this than others and, even if the shift is 

successful against a specific batter, it may be detrimental for a given pitcher facing that 

batter. Along similar lines, specific fielders may perform better with the implementation 

of the shift than others and, therefore, using the shift may be more advisable with certain 

fielders than others. Future studies on these topics could potentially provide a deeper 

understanding for the real-world application of the infield shift. Another interesting 

finding that arose during the regression modeling was the beta estimate directions for the 

various pitch types. The regression results demonstrated that both the fastball pitches 

variable and the breaking ball pitches variable had negative estimates within the models, 

indicating that in comparison to off-speed pitches, both fastballs and breaking balls lead 

to lower batting performance. This surprising finding could be very important for 

pitchers’ performance and should be investigated further in a future study to determine 

why this occurs. Although there are many possibilities for future research, this study has 

been able to show some effects of the infield shift and sets the groundwork for further 

research on the topic. 
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Additional Figures 

Figure A1. 2016 Season RESET Test on SLG Model 

 

Figure A2. 2016 Season RESET Test on Batting Average Model 

 

Figure A3. 2017 Season RESET Test on SLG Model 

 

Figure A4. 2017 Season RESET Test on Batting Average Model 

 

Figure A5. 2018 Season RESET Test on SLG Model 

 

Figure A6. 2018 Season RESET Test on Batting Average Model 

 

Figure A7. 2019 Season RESET Test on SLG Model 
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Figure A8. 2019 Season RESET Test on Batting Average Model 

 

Figure A9. 2016 Season White Test on SLG Model 

 

Figure A10. 2016 Season White Test on Batting Average Model 

 

Figure A11. 2017 Season White Test on SLG Model 

 

Figure A12. 2017 Season White Test on Batting Average Model 

 

Figure A13. 2018 Season White Test on SLG Model 
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Figure A14. 2018 Season White Test on Batting Average Model 

 

Figure A15. 2019 Season White Test on SLG Model 

 

Figure A16. 2019 Season White Test on Batting Average Model 
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